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Abstract
In computer science, there are efforts to make machine 
learning more interpretable or explainable, and thus to 
better understand the underlying models, algorithms, and 
their behavior. But what exactly is interpretability, and how 
can it be achieved? Such questions lead into philosophical 
waters because their answers depend on what explanation 
and understanding are—and thus on issues that have been 
central to the philosophy of science. In this paper, we review 
the recent philosophical literature on interpretability. We 
propose a systematization in terms of four tasks for philoso-
phers: (i) clarify the notion of interpretability, (ii) explain the 
value of interpretability, (iii) provide frameworks to think 
about interpretability, and (iv) explore important features of 
it to adjust our expectations about it.
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1 | INTRODUCTION

The recent surge in machine learning is accompanied by concerns about interpretability: Some machine learning 
algorithms, deep neural networks in particular, are black boxes, their workings are opaque, and their decisions cannot 
yet be explained or justified. Interpretability has thus become a focus of attention. Very roughly, interpretability 
is the degree to which we understand, or have insight into, machine learning algorithms. In a recent survey, Biran 
and Cotton (2017, p. 8) call a system interpretable if its “operations can be understood by a human, either through 
introspection or through a produced explanation.” For Gilpin et al. (2018, p. 81), “[t]he goal of interpretability is to 
describe the internals of a system in a way that is understandable to humans.” The term “explainable” is often used 
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synonymously with “interpretable” (see Gilpin et al., 2018, p. 80) and figures prominently in the buzzword “explaina-
ble AI” (XAI, cf. Adadi & Berrada, 2018).

But why exactly is it problematic if machine learning models are opaque? What does interpretability amount to, 
and how might it be improved? What, exactly, needs to be understood, and what kinds of explanations or insights 
can enhance this understanding?

These questions lead into philosophical waters, because the clarification of fundamental concepts is a general 
philosophical task. More specifically, understanding and explanation are central topics in the philosophy of science. 
Of course, in computer science, “interpretability” has specific, disciplinary connotations, which need not correspond 
to its meaning in ordinary language or in philosophy. Also, the scope of interpretability – roughly models and algo-
rithms – is narrower than that of explanation or understanding in general. Still, since computer scientists spell out 
interpretability in terms of understanding and explanation, philosophers can contribute to a clarification of interpret-
ability. It is no surprise, then, that philosophers of science have recently tried to elucidate interpretability.

This paper provides a critical review of the related philosophical work and suggests future lines of research 
for philosophers of science. Our focus is on machine learning, but our reflections can to a certain degree be 
extended to, for example, computer simulations. We discuss interpretability and explainability at the same time since 
neither computer scientists nor philosophers agree on a systematic distinction. We bracket moral concerns about 
interpretability.

We start with a brief introduction to the computer science background of machine learning in Section 2. After 
a quick look at strands of philosophical literature that are relevant to a clarification of interpretability, we review the 
recent philosophical discussion about the interpretability of machine learning in Section 3.

2 | MACHINE LEARNING AND ITS INTERPRETABILITY

During the last few years, ML models have been successfully used for many purposes, for example to diagnose 
skin cancer (Esteva et al., 2017) or to search for exoplanets (Pearson et al., 2018). Outside of science, ML has been 
employed to build an algorithm that beats human champions in the game of Go (Silver et al., 2016), and to develop 
self-driving cars (Grigorescu et al., 2020).

Machine learning algorithms (Bishop, 2006; Hastie et al., 2009) stand in contrast to more traditional, rule-based 
algorithms. Predictions of the latter are fully determined by the creators of the algorithms. In machine learning, by 
contrast, the creators only specify how the algorithms learn to make predictions. In supervised learning, the domi-
nant ML paradigm, an algorithm learns to predict accurately from data annotated with correct predictions (labels). 
In unsupervised learning, algorithms detect patterns in unlabeled data. Here we will focus on supervised learning.

Many of the recent successes of ML come from deep learning and are based on deep neural networks (DNNs; 
Goodfellow et al., 2016; LeCun et al., 2015). DNNs are mathematical models of neurons ordered in a series of several 
layers. The first layer is the input layer; the input is processed through hidden layers to the output layer, which 
provides the prediction. DNNs are called deep because of their high number of layers (see Nielsen, 2015).

While DNNs are known to be very successful at making predictions, even computer scientists often do not 
understand why they are so successful, and what exactly it is that these models learn. And even if scientists know 
the parameters characterizing the neurons and their connections, they still do not understand the dynamics of the 
network. This is because the interactions between many neurons are extremely complex, such that the scientists 
cannot easily map the activity of the neurons to features that we recognize in the data. In this sense, humans do 
not sufficiently understand these models; DNNs are mysterious black boxes to them (Shwartz-Ziv & Tishby, 2017).

Understanding ML models is taken to be important for various reasons. For instance, when algorithms are used 
in socially sensitive contexts like criminal justice (Angwin et al., 2016), people subjected to algorithmic decisions 
arguably have a moral right to understand how the decisions came about. Indeed, the first version of the EU's General 
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Data Protection Regulation (GDPR, EU, 2016, p. 71) famously grants a right “to obtain an explanation of the decision 
reached” by an algorithm, and this seems to require some interpretability.

Interpretability has thus become an important research topic in computer science (e.g., Carvalho et al., 2019; 
Chakraborty et al., 2017; Reyes et al., 2020). Lipton (2018) distinguishes between two broad approaches to interpret-
ability, viz. post-hoc interpretability and interpretability as transparency. Post-hoc interpretability is obtained using a 
set of techniques that are applied to a trained model and that study the input-output relationship without answering 
the question of how the model works. For instance, saliency maps highlight those features of an input (e.g., an image) 
that are most relevant for its classification and thus give the user a sense of what the ML model has been sensitive to. 
A different post-hoc method (see e.g., Ribeiro et al., 2016) uses simple models that reproduce the predictions of an 
ML algorithm to some approximation (at least locally). But there are worries that post-hoc explanations of the behav-
ior of current black-box models “are often not reliable, and can be misleading” (Rudin, 2019, p. 206). Scientists who 
aim at interpretability qua transparency, by contrast, try to better understand how a model works (Lipton, 2018). As 
an aside, we should note that efforts geared toward improving interpretability need not only analyze existing models; 
researchers can instead try to create new models that are easier to understand (Rudin, 2019).

While there is a lot of technical research on interpretability (and XAI), it lacks a conceptual foundation and is 
not much integrated with research on understanding or explanation, for example, from philosophy, psychology, and 
cognitive science (Miller, 2018). In computer science itself, it has been noticed that the notion of interpretability is 
unclear. Lipton (2018) writes that “few articulate precisely what interpretability is or why it is important” [emphasis in 
original]. Murdoch et al. (2019, p. 22071) claim that there is “considerable confusion about the notion of interpret-
ability.” Consequently, computer scientist Miller (2018) has turned to philosophy (and to some other “explanation 
sciences”) for help.

Miller's focus is on explanation – a classical topic in philosophy of science (see Friedman, 1974; Hempel & 
Oppenheim, 1948; Kitcher, 1981; Lewis, 1986; Woodward, 2003, for famous philosophical accounts of explanation; 
Woodward & Ross, 2021 for an excellent survey). But recently, a new strand of relevant literature has emerged, 
which is focused on understanding (see Baumberger et al., 2017, for a recent introduction). One reason for this is that 
many philosophers of science have given up the Hempelian view that understanding is no more than a psychological 
by-product of explanation (e.g., Hempel, 1965, p. 413). The relationship between understanding and explanation 
seems indeed less straightforward than some have thought. While one type of understanding, explanatory under-
standing, or understanding why, requires explanatory information, a different variety, viz. objectual understanding of a 
domain of things, may not require any explanation (Baumberger, 2011, pp. 70–71; Gijsbers, 2013). Furthermore, for 
some authors (e.g. de Regt, 2017), even explanatory understanding is more than knowledge of an explanation because 
it involves certain abilities related to the explanation, but not included in knowledge of it, for example, to anticipate 
the consequences of a relevant theory without running through a full-blown derivation (but see Grimm, 2006). Work 
on understanding may thus give a different twist to thinking about interpretability by illuminating aspects of inter-
pretability that are closer related to humans and their abilities.

Yet another strand of philosophical literature related to interpretability is that on the opacity of computer-based 
methods. According to Humphreys (2004, 2009), computer simulations are epistemically opaque because they contain 
too many epistemically relevant elements – that is, too many computational steps – to be followed by a human in 
reasonable time (see also Creel, 2020; Durán & Formanek, 2018; Lenhard, 2019; Humphreys, forthcoming). DNNs 
are opaque in this sense too because the computations done during the training phase as well as those that lead from 
a specific input to an output in deployment cannot be followed by humans within reasonable time. In a broader sense, 
the opacity of a method can be understood as its disposition to resist epistemic access, in particular understanding 
(Beisbart, 2021). This broader sense of opacity can be used to diagnose additional ways in which DNNs are opaque; 
for instance, we do not know what features they pick up on when they classify images (Boge, 2021; see also Boge 
& Grünke, forthcoming). To stress the added difficulties of understanding DNNs, Humphreys (forthcoming) argues 
that they are representationally opaque, that is, they do not represent the target system in a way that allows explicit 
scrutiny or understanding, since they provide what he calls extensional, implicit and distributed representations. Note 
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though that some ML methods are not opaque in every sense. For instance, humans can understand how decision 
trees are built up in decision tree learning and how the trees make predictions, at least for small trees.

But how can philosophers use this literature to illuminate interpretability? In the next section, we distinguish 
between four tasks that philosophers have regarding interpretability and survey existing work on these tasks.

3 | INTERPRETABILITY IN PHILOSOPHY

3.1 | The meaning of interpretability

A natural starting point for philosophers is to clarify the notion of interpretability using conceptual analysis or expli-
cation. Interpretability is, of course, naturally understood as the possibility to be explained or to be interpreted, 
respectively, where “interpretation” is often tied to understanding. In this vein, Gilpin et al. (2018) require for inter-
pretability  that the operations of a system be understandable to humans. But this does not get us very far unless it is 
clear what explanation, interpretation, and understanding are (cf. Krishnan, 2020; Páez, 2019). Also, we find different 
definitions of interpretability in the literature; for instance, Murdoch et al. (2019, pp. 22071–22072) require the 
“extraction of relevant knowledge from a machine-learning model concerning relationships either contained in data 
or learned by the model.” At least prima facie, this is different from understanding the operations, as demanded by 
Gilpin. These kinds of differences led Lipton (2018, p. 1) to argue that interpretability is not a “monolithic concept, 
but in fact reflects several distinct ideas.” He also stresses that both the motivations for interpretability as well as the 
means by which people try to achieve it are heterogeneous.

There is room then for conceptual improvement or conceptual engineering. A radical reaction is to give up on 
the notion of interpretability altogether. Krishnan (2020) goes some way in this direction. Erasmus et al. (2020), by 
contrast, try to clarify the debate on interpretability by distinguishing the latter from explainability. They argue that 
explainability is not really an issue, because the outputs of DNNs can be explained according to various accounts 
of explanation. For instance, a DNN can be regarded as a causal network, which allows for a causal explanation of 
its behavior. However, such an explanation can be very difficult to understand due to its complexity. For Erasmus 
et al. (2020), this problem is addressed using interpretation, which is defined as making an existing explanation more 
understandable by relating it to a second explanation. This leads to a notion of interpretability that is more demanding 
than that of explainability.

The distinction that Erasmus et al., draw between interpretability and explainability in this way seems rather stip-
ulative to us. The fact that computer scientists strive for explainability shows that it is not straightforward or trivial. 
Also, the authors' suggestion that interpretation makes an explanation more understandable deviates from common 
use of the terms. At face value, computer scientists who try to improve interpretability do not have an explanation on 
the table that they want to interpret. Rather, what they want to understand is an algorithm, a model, and its behavior.

It thus seems more natural to identify explainability and interpretability, to explicate both in terms of understand-
ing, and to make further progress by drawing on philosophical work on understanding. One idea is that interpreta-
bility is about objectual understanding (see Páez, 2019, for a similar proposal) because this type of understanding 
encompasses answers to several types of questions (cf. Zednik, 2019), explanatory questions being just one of them. 
Explanatory questions may further be diverse and ultimately demand different kinds of explanations. Also, answers 
to explanatory questions may vary between different methods of ML. Spelling this out in more detail by drawing on 
philosophical work on explanation may be worthwhile even if, ultimately, no unified picture of interpretability results.

Ultimately, it is not the words “interpretability” or “explainability” that matter. Future philosophical work on 
interpretability is thus well advised not to limit attention to work that explicitly invokes the labels “interpretabil-
ity” or “explainability”. For instance, in papers that do not use the terms “explainable” or “interpretable”, Tishby and 
Zaslavsky (2015) and Shwartz-Ziv and Tishby (2017) propose to explain the success of DNNs, specifically their good 
generalization properties, in terms of a theoretical tradeoff between making accurate predictions and finding a 
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compressed representation (this is called information bottleneck tradeoff). As Räz (2022) has shown, the information 
bottleneck tradeoff is closely related to statistical explanation, as characterized by philosopher Salmon (1971).

3.2 | The value of interpretability

A second task for philosophers is to clarify the value, or, maybe, the role of interpretability: Why is it important to 
have interpretable ML?

Interpretability may carry intrinsic value, instrumental value, or a combination of both. To establish the intrinsic 
value of interpretability, one may argue that interpretability is intimately tied to understanding, which is often taken 
to be among the ultimate goals of science. However, this argument does not suffice to establish the intrinsic value of 
interpretability, because attempts at understanding are typically directed toward phenomena that are found worth 
studying, and not just any phenomenon.

Perhaps, however, the intrinsic value of understanding suitable phenomena can at least be used to argue for the 
instrumental value of interpretability: Understanding certain phenomena is intrinsically valuable, and often models 
are means to achieve this goal. Still, to help us reach this goal, the models themselves must be understandable. A 
simple visualization can help us understand a target system because we can easily grasp it. An opaque ML model, by 
contrast, may tell us whether a tumor is cancerous, but this does not improve our scientific understanding of tumors, 
if the model itself is ill-understood. This is the thought behind de Regt and Dieks's (2005) requirement that under-
standing should be based upon intelligible means (in their case, theories; see also de Regt, 2017).

However, recent contributions have argued that models need not be well understood to provide understanding. 
Sullivan (2022) claims that it is not our limited understanding of ML models that restricts their power to provide 
understanding of a target system. Rather, what is limiting understanding is link uncertainty, that is, lack of insight into 
how the model relates to the target system. One crucial argument for her claim is as follows: Black boxes need not 
compromise the scientists' abilities to use a model if they merely black-box the implementation of the fulfillment of 
a known task (e.g. the calculation of a factorial). In a case study about a DNN trained to identify melanoma, Sullivan 
further argues that scientists' limited knowledge about their opaque models suffices to increase their understand-
ing of melanoma in case link uncertainty is low. A claim analogous to that by Sullivan has been made regarding 
computer simulations (Kuorikoski, 2011; Sullivan, 2022; Lenhard, 2019; see Jebeile et al., 2021, for a discussion of 
Sullivan, 2022).

Interpretability may also be instrumentally important for different reasons, for example, because stakeholders 
that are affected by a decision taken by ML have a right to explanation, and interpretability helps to give the required 
explanation (EU, 2016). Arguably, however, the right to an explanation targets justification rather than (scientific) 
explanation: Stakeholders affected by a decision want to know the reasons that justify the decision. Still, an account 
of the reasons will require some explanation of the decision, so some kind of interpretability is instrumental in secur-
ing the right to explanation. Admittedly, though, knowing the reasons does not require a full explanation of how the 
ML application works (this holds true even though the GDPR grants also the “right to know and obtain communica-
tion in particular with regard to […] the logic involved in any automatic personal data processing”, EU, 2016, p. 63; see 
Corfield, 2010; Schubbach, 2019, for the justification of ML methods and of the decisions; see Vredenburgh, 2022, 
for an argument in favor of the right to explanation).

Although the two arguments for the instrumental value of interpretability given in the last two paragraphs are 
to some extent debatable, computer scientists and philosophers agree that interpretability can serve valuable ends. 
Lipton (2018) mentions five goals that interpretability can serve: to boost trust in a ML model, to support causal 
inference about the target system, to check whether a model can be transferred to a different range of applications, 
to obtain additional information about a decision taken by a ML model, and to grant fair and ethical decisions. Simi-
larly, Krishnan (2020) claims that interpretability can help justifying ML models, addressing biases and discrimination 
against certain groups of people (Angwin et al., 2016), and integrating human judgement and ML models. Zednik and 
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Boelsen (2020) argue that interpretability, and more specifically XAI, can help determine what a ML model is a model 
of—in their example, a crucial question is whether a model only traces spurious correlations. According to them, 
interpretability can also render causal inference possible, and help to produce hypotheses that may facilitate our 
understanding of human cognition (see also Buckner, 2019 and Sullivan, 2022 forthcoming for this point; see Yoon 
et al., forthcoming, for the benefits of interpretability in medicine).

Krishnan (2020) adds a different twist to the arguments for the instrumental value of interpretability. She argues 
that the goals that interpretability serves can be spelled out independently of interpretability, and that the goals 
should therefore be pursued without reference to interpretability. But we think that this conclusion is too quick. 
First, interpretability may after all carry intrinsic value. Second, interpretability may be a useful all-purpose means, 
as is money in daily life. In this regard, it is interesting to note that in a study about XAI, Langer et al. (2021, p. 8) 
take understanding to be “the pivotal point for all endeavors of satisfying desiderata” set by stakeholders. We thus 
recommend that philosophers characterize more precisely the ends for which interpretability is useful and the various 
relations between these ends.

3.3 | Frameworks for interpretability

If interpretability covers a plurality of concerns or questions (cf. Section 3.1), philosophers have the task to distinguish 
different kinds or aspects of interpretability and clarify the relationships between these aspects. In the best case, 
this leads to a framework for interpretability. Such a framework can be useful to identify strategies how to improve 
interpretability.

Zednik (2019) proposes a “normative framework for explainable artificial intelligence”. It is built upon 
Humphreys's (2004, 2009) analysis of epistemic opacity and Marr's (1982) computational levels of analysis account 
from cognitive science. Zednik argues that different stakeholders seek different sorts of explanations because they 
request different kinds of knowledge (in a similar way, Langer et al., 2021 assume that different stakeholders are 
interested in different desiderata). Marr's account then can help us to locate related explanations at these levels. For 
example, a creator of an ML model will typically ask questions about how inputs are processed to yield an output 
(how questions), and such questions are appropriately answered at the algorithmic and the implementational levels. 
By contrast, a subject affected by a decision by a ML model is more likely to ask a why question, which Zednik asso-
ciates with the computational level. Zednik locates various kinds of methods that have been developed to improve 
interpretability, such as heat maps, in his framework.

Erasmus et al. (2020) use their account of interpretability (see Section 3.1) to propose an alternative framework. 
As mentioned, their central idea is that interpretation makes a first explanation more understandable by relating 
a second explanation to it. They thus distinguish several ways in which both explanations may hang together. For 
instance, they reconstruct the common distinction between global versus local by saying that, in a local interpreta-
tion, the second explanation explains only a proper part of the phenomenon explained by the first.

Watson and Floridi (2020) propose a framework with the narrower ambition to conceptualize how we may find 
the best explanation of one single outcome (“token explanations”). They do this using an explanation game with two 
agents seeking or giving explanations, respectively. The explanations are at a certain level of abstraction and involve 
models; the relevant desiderata are accuracy, simplicity, and relevance.

Even if philosophers do not provide a full framework to think about interpretability, they can make more modest, 
but still useful contributions to clarify aspects of interpretability. In particular, they can assess the prospects of certain 
kinds of explanations regarding certain explanatory questions about DNNs. In this vein, Buckner (2019) distinguishes 
between three kinds of explanations for the success of so-called deep convolutional neural networks. An interesting 
type of explanation that has been discussed is model-based explanation. As Mittelstadt et al. (2019) report, simplified 
models of ML models pervade much work on interpretability and explainable AI. Although such simplified models 
can be used for pedagogical purposes and enable users to make predictions about the behavior of the ML model in 
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question, the authors take the use of simplified models to be problematic because, due to approximations and ideal-
izations, models typically get something wrong (see also Rudin, 2019).

This skeptical attitude towards the power of simplified XAI models contrasts with the fact that many philoso-
phers take models to be powerful devices for understanding, even if the models are simple. In this vein, Páez (2019) 
is optimistic about the use of comprehensible models for interpretability.

It is, of course, not just philosophers who try to assess the prospects of certain kinds of explanations for inter-
pretability. For instance, physicist Carleo and coauthors (Carleo et al., 2019) point out formal analogies between the 
extraction of general rules in ML on the one hand and the renormalization group (RG) from statistical physics on the 
other. In statistical physics, insights into the RG explain certain so-called universalities, so these analogies may help 
to find explanations of DNN behavior (see Batterman, 2002, for philosophical work on the RG).

All in all, then, it is attractive to systematize the various aspects of interpretability in a framework. So far, several 
frameworks have been proposed that differ in their theoretical basis and scope, and it is unclear whether they can 
ultimately be reconciled. The question thus arises how much systematization interpretability allows for.

3.4 | Features of interpretability

A fourth task that philosophers have regarding interpretability is to clarify the expectations that one can reasonably 
have regarding interpretability. Ultimately, this depends on the features that explanations and understanding of ML 
models have.

A central issue is the extent to which interpretability is subjective. Clearly, interpretability would lack interest 
if it did not spark any kind of insight in individual subjects, but interpretability would hardly be an important topic 
for research in computer science if it significantly depended on individual feelings or predilections. One aim of Mill-
er's (2018) paper thus is to make research on interpretability independent of computer scientists' intuitions about 
what counts as good explanation. In a similar vein, Lipton cautions against optimizing interpretability methods to 
“placate subjective demands” (2018, pp. 21–22). These reservations by computer scientists have a natural counter-
part in philosophy, where authors have strived to keep understanding (and explanation) as objective as possible. To 
this purpose, understanding is decoupled from a subjective sense of understanding, which is not a good indicator of 
good explanations, but rather strongly influenced by hindsight and overconfidence biases (Trout, 2002). The sense 
of understanding is not needed if understanding can be explicated using other states or features of a subject, for 
example, the ability to make certain counterfactual inferences (e.g. Grimm, 2006).

The subjective nature of interpretability often surfaces in claims that interpretability is context- or audience-de-
pendent (e.g. Lipton, 2018; Miller, 2018; see de Regt, 2017; de Regt & Dieks, 2005, for a general contextualist theory 
of understanding). Different stakeholders ask different questions (Zednik, 2019) and they differ in their expectations 
regarding explanatory virtues such as accuracy or simplicity (Watson & Floridi, 2020). In our view, a pluralistic outlook 
that distinguishes between different aspects of interpretability can drive a wedge between the subjective and objec-
tive sides of interpretability. It is true that different agents weigh the various aspects of interpretability differently 
because they are interested in different kinds of questions and prioritize different desiderata. Still, it is a matter of 
objective fact whether a specific aspect of interpretability has been appropriately addressed.

A feature closely related to objectivity is factivity, demanding that an explanation or understanding be based 
upon facts. So, a second issue is whether interpretability requires factive explanations or understanding. This issue 
seems to lead into a dilemma. Many DNNs are so complicated that they can only be understood on the basis of 
simplifications, and, more specifically, idealizations. The latter are often taken to be strategic falsehoods, which 
violate factivity. Rudin (2019, 207) goes even further and claims that all “explanations [of ML models] must be wrong” 
because an explanation that was 100% correct would just duplicate the original (complicated) model. But it seems 
puzzling how false explanations may provide any benefit. The dilemma then is that explanations of DNNs are either 
too complicated or false, and thus in either case not something that we can use.
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In philosophy of science, the factivity of explanation and of understanding are discussed quite generally, and 
insights from this debate can help us to escape the dilemma. Many (but not all) accounts of explanation require some 
form of factivity (for instance, in the DN-model of explanation, the premises have to be true). Thus, if one wants to 
stay true to the idea that we ultimately want explanations, one has to bite the bullet and wait for a time when we 
know a true story of how DNNs work. Factivity is more controversial regarding understanding. While non-factivists 
regarding understanding (e.g., Elgin, 2007) stress that simplified models can provide understanding, factivists (e.g., 
Lawler, 2021) reply that falsehoods are instrumental to understanding, but not really part of its content. Further, as 
Kvanvig (2009) has shown, if researchers use a model with falsehoods to understand a target system, they need not 
hold false beliefs; rather, they should use the model with an awareness of the ways in which it goes wrong and thus 
without taking it to provide the literal truth about the thing to be understood (see Baumberger et al., 2017, Section 
4.1 for an overview of the discussion on the factivity of understanding).

One way of resolving the dilemma thus is as follows: We require that explanations of DNNs be factive, but 
allow that their understanding is not. This allows us to accommodate the reasons that pull in both directions of the 
dilemma: Actual explanations of how DNNs work are not available yet, and maybe DNNs are too complicated to be 
explained by us. But this does not preclude some moderate non-factive understanding of them using models. Maybe 
we can even show that this understanding does not require us to believe falsehoods. Admittedly, though, the last 
point is controversial; it is false, for instance, if understanding is basically knowing an explanation or getting close 
to this knowledge (e.g., Khalifa, 2017). Authors who hold such a view can only escape the dilemma by denying one 
of its horns for both understanding and explanation: Either both do not require factivity, or the factivity of both is 
compatible with using idealized models. But this is not the place to resolve the general debate on factivity. What we 
wish to suggest though is that DNNs provide an interesting example to be considered.

4 | CONCLUSION

The last few years have seen valuable philosophical work on the interpretability and explainability of ML models. 
While it is still debated how exactly the terms “interpretability” and “explainability” map to philosophical jargon, it is 
at least clear that philosophical work on explanation can be brought to bear on the discussion about interpretability. A 
related philosophical analysis underwrites the idea that interpretability is multi-faceted, first because different kinds 
of explanatory questions may be raised about ML models, but also because different kinds of explanations may be 
used to improve interpretability. To systematize the plurality of aspects inherent in interpretability, philosophers have 
proposed frameworks to think about it. Philosophers can also help clarifying to what degree interpretability is subjec-
tive and in which way it is valuable. Although certain arguments for the value of interpretability remain controversial, 
philosophers agree that interpretability has many benefits.

In line with Hegel's metaphor of Minerva's owl, the largest part of philosophical work on explanation so far has 
tried to accommodate existing explanations. In the current debate on interpretability, however, things are different: 
philosophers have a chance to shape ongoing research. To this purpose, they need to address practitioners and not 
just philosophers of science.
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